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ABSTRACT 

 

ARTICLE INFO 

Complex arithmetic operations are most widely used in Digital Signal Processing (DSP) 

applications. In this project we focus on optimizing design of fused Add-Multiply (FAM) 

operator for increasing performance. In this project we investigate techniques to 

implement the direct recoding of the sum of two numbers in its Modified Booth (MB) 

form. We introduce a structured and efficient recoding technique and use three 

different schemes by incorporating them in Fused add-multiply designs. As we 

comparing them with the FAM design which use existing recoding schemes. The 

proposed technique yields considerable reductions in terms of critical delay, hardware 

complexity and power consumption on FAM unit. This proposed method is purely based 

on modified recoding techniques for DSP applications. This implements a newly 

designed recoding technique for modified booth recoding. This technique is use for 

multiplied in its sum modified booth form. The proposed S-MB algorithm is structured, 

simple and easy to use for signed and unsigned numbers. Thus FAM operator is 

optimized to increase the performance of complex DSP operation. In this we use three 

different techniques of recoding schemes S-MB1, S-MB2, S-MB3. The S-MB technique 

is implemented by Radix-4 Recoder. 
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I. INTRODUCTION 

 

Modern consumer electronics make extensive use of Digital 

Signal Processing (DSP) providing custom accelerators for 

the domains of multimedia, communications etc. Typical 

DSP applications carry out a large number of arithmetic 

operations as their implementation is based  on 

computationally intensive kernels, such as Fast Fourier 

Transform (FFT), Discrete Cosine Transform (DCT), Finite 

Impulse Response (FIR) filters and signals’ convolution. As 

expected, the performance1 of DSP systems is inherently 

affected by decisions on their design regarding the 

allocation and the architecture of arithmetic units. Recent 

research activities in the field of arithmetic optimization 

have shown that the design of arithmetic components 

combining opera- tions which share data, can lead to 

significant performance improvements. Based on the 

observa- tion that an addition can often be subsequent to a  

 

 

 

multiplication symmetric FIR filters), the Mul- tiply-

Accumulator (MAC) and Multiply-Add (MAD) units were 

introduced [3] leading to more efficient implementations of 

DSP algorithms compared to the conventional ones, which 

use only primitive resources. Several architectures have 

been proposed to optimize the performance of the MAC 

operation in terms of area occupation, critical path delay or 

power consumption. As noted in MAC components increase 

the flexibility of DSP data path synthesis as a large set of 

arithmetic operations can be efficiently mapped onto them. 

Except the MAC/MAD operations, many DSP applications 

are based on Add-Multiply (AM) operations (e.g., FFT algo- 

rithm). The straightforward design of the AM unit, by first 

allocating an adder and then driving its output to the input of 

a multiplier, increases significantly both area and critical 

path delay of the circuit. Targeting an optimized design of 
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AM operators, fusion techniques are employed based on the 

direct recoding of the sum of two numbers (equivalently a 

number in carry-save re- presentation) in its Modified Booth 

(MB) form. Thus, the carry-propagate (or carry-look-ahead) 

adder of the conventional AM design is eliminated resulting 

in considerable gains of perfor- mance. Lyu and Matula 

presented a signed-bit MB recoder which transforms 

redundant binary inputs to their MB recoding form. A 

special expansion of the preprocessing step of the recoder is 

needed in order to handle operands in carry-save 

representation. 

In, the author proposes a two-stage recoder which converts a 

number in carry-save form to its MB representation. The 

first stage transforms the carry-save form of the input 

number into signed-digit form which is then recoded in the 

second stage so that it matches the form that the MB digits 

request. Recently, the technique of has been used for the 

design of high performance flexible coprocessor 

architectures targeting the computationally intensive DSP 

applications. Zimmermann and Tran present an optimized 

design of which results in improvements in both area and 

critical path. In, the authors propose the recoding of a 

redundant input from its carry- save form to the 

corresponding borrow-save form keeping the critical path of 

the multiplication operation fixed. 

Although the direct recoding of the sum of two numbers in 

its MB form leads to a more efficient implementation of the 

fused Add-Multiply (FAM) unit compared to the 

conventional one, existing recoding schemes are based on 

complex manipulations in bit-level, which are im- 

plemented by dedicated circuits in gate-level. This work 

focuses on the efficient design of FAM operators, targeting 

the optimization of the recoding scheme for direct shaping 

of the MB form  of the sum of two numbers (Sum to MB – 

S-MB). More specifically, we propose a new recoding 

technique which decreases the critical path delay and 

reduces area and power consumption. 

The proposed S-MB algorithm is structured, simple and can 

be easily modified in order to be applied either in signed (in 

2’s complement representation) or unsigned numbers, which 

com- prise of odd or even number of bits. We explore three 

alternative schemes of the proposed S-MB approach using 

conventional and signed-bit Full Adders (FAs) and Half 

Adders (HAs) as build- ing blocks. We evaluated the 

performance of the proposed S-MB technique by comparing 

its three different schemes with the state-of the- art recoding 

techniques. 

II. LITERATURE SURVEY 

 
Recent research activities in the field of arithmetic 

optimization [1],[2] have shown that the design of 

arithmetic components combining operations which share 

data, can lead to significant performance improvements. 

Based on the observation that an addition can often be 

subsequent to a multiplication (e.g., in symmetric FIR 

filters), the Multiply-Accumulator (MAC) and Multiply-

Add (MAD) units were introduced [3] leading to more 

efficient implementations of DSP algorithms compared to 

the conventional ones, which use only primitive resources 

[4]. Several architectures have been proposed to optimize 

the performance of the MAC operation in terms of area 

occupation, critical path delay or power consumption [5][7]. 

As noted in [8], MAC components increase the flexibility of 

DSP data path synthesis as a large set of arithmetic 

operations can be efficiently mapped onto them. Except the 

MAC/MAD operations, many DSP applications are based 

on Add-Multiply (AM) operations (e.g., FFT algorithm [9]). 

The straightforward design of the AM unit, by first 

allocating an adder and then driving its output to the input of 

a multiplier, increases significantly both area and critical 

path delay of the circuit. Targeting an optimized design of 

AM operators, fusion techniques [10]–[13], are employed 

based on the direct recoding of the sum of two numbers 

(equivalently a number in carry-save representation [14]) in 

its Modified Booth (MB) form [15]. 

Thus, the carry-propagate (or carry-look-ahead) adder [16] 

of the conventional AM de- sign is eliminated resulting in 

considerable gains of performance. Lyu and Matula [10] 

presented a signed-bit MB Recoder which transforms 

redundant binary inputs to their MB recoding form.  A 

special expansion of the pre-processing step of the Recoder 

is needed in order to handle operands in carry save 

representation. In [12], the author proposes a two-stage 

Recoder which con- verts a number in carry-save form to its 

MB representation. 

 

Array multiplier: 

As we say Array multiplier is very efficient layout of a 

combinational multiplier where multiplication of two binary 

number can be yielded with only one micro-operation by 

employing a combinational circuit that forms the product bit 

all at once thus making it a fast way of multiplying two 

numbers since only delay is the time for the signals to 

propagate through the gates that forms the multiplication 

array. By having flexible structure, this multiplier is 

depends on the standard add and shift operations very easily. 

Moreover each partial product is generated by considering 

multiplicand and one bit of multiplier each time. Similarly 

impending addition is carried out by efficient high-speed 

array-save algorithm and also the final product is yielded   

employing any of fast adders consequently number of 

partial products depends upon the number of mul- tiplier 

bits used.Array Multiplier provides more power 

consumption as well as optimum number of requirement of 

components, at the other hand provides much delay. As the 

area is increased requirement of gates is also more, so due to 

this constraint array multiplier is less economical and 

hardware complexity is high. 

 

Wallace Tree Multiplier: 

Wallace tree performs faster multiplication of two numbers 

that employs a three step method in order to complete this 

task where the bit products are can be formed and its matrix 

is reduced to a two row matrix in which its sum of the row 

equals the sum of bit products then the two resulting rows 

are summed up with efficient fast adder to obtain a final 

product. A fast adder is at the end produces the final result. 

In Wallace tree circuit layout is complex even though speed 

of operation of it is high due to its irregular structure. 

Generally it is not preferable in low power applications 

because of excess wiring usage that result in extra circuitry 

and increase in power consumption in the multiplier. 
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Braun Multiplier 

Braun multiplier is more efficient due to its regular structure. 

Due to its simple nature of parallel multiplier that is 

commonly termed as carry save array multiplier. So it is 

multiplier that restricted to perform multiplication of two 

unsigned numbers. Generally speaking about its structure 

that consists of array of AND gates and adders arranged in 

iterative structure that does not require any logic registers. 

So therefore termed as the non-additive multiplier since it 

does not add an additional operand to result of 

multiplication. The major shortcomings of the Braun’s 

multiplier are that the number of components required 

increases quadratic ally with that of number of bits which 

will make the multiplier to be inefficient. It cannot stop the 

switching activity even if the bit Coefficient is zero that 

ultimately results in unnecessary Power dissipation. 

  

Booth Multiplier 

The Booth recoding multiplier is one such multiplier; it 

scans the three bits at a time to reduce the number of partial 

products. As these three bits in them the two bits from the 

current pair; and a third bit is taken from the high order bit 

of an adjacent lower order pair. Now after testing each 

triplet of bits, they are converted by Booth logic unit into a 

set of five control signals where it can be used by the adder 

cells in the array that control the operations performed by 

the adder cells. Also Booth recording reduces the numbers 

of adders and on the other hand delay required generating 

the partial sums by observing three bits at a time. In order to 

speed up the multiplication Booth encoding performs many 

steps of the multiplication simultaneously. Therefore we 

conclude Booth’s algorithm takes merit of the consideration 

that an adder subtracted is nearly as fast and small as a 

simple adder.  

III. PROPOSED SYSTEM 

 

 
Fig 1. Block Diagram 

 

The sum-modified booth (S-MB) recoding technique 

reduces the number of partial products and increasing speed 

of calculation. This technique reduces area and power 

consumption with decreases the critical path delay . The 

proposed S-MB algorithm is structured, simple and easy to 

use for signed and unsigned numbers of bits. 

 

Concept Description:- 

The optimized design of the AM operator is based on the 

fusion of adder and MB encoding unit into a single data path 

block (Fig.1) by direct recoding of the sum Y=A+B to its 

MB  form representation. The FAM component contains 

only one adder at the end (final adder of the parallel 

multiplier). As a result, significant area savings are observed 

and the critical path delay of the recoding process is 

reduced.FAM Design is a new technique for direct recoding 

of two numbers in the MB representation of their sum. 

 

S-MB Recoder:- 

The S-MB recoder is embedded with encoder block and 

adder. It is structured with full adders and half adders where 

the adder and encoding is done in single structure.This 

block reduces the area of the FAM design. 

 

CSA Tree:- 

The carry select adder comes in the category of conditional 

sum adder. It works on some conditions.The carry and sum 

are calculated by assuming input carry as 0 and 1 prior the 

input carry comes. When a carry input arrives, the actual 

calculated values of carry and sum are selected by using a 

multiplexer. The conventionl CSA consists of n-bit adder 

for the LSB and  MSB of two n-bit adders. In the MSB 

adder’s, one adder assumes carry input as zero and another 

assumes carry input as one for performing addition . The 

carry out calculated from the LSB stage is used to select the 

actual calculated values of output sum and carry. 

IV. ADVANTAGES AND APPLICATION  

 
ADVANTAGES: 

 Reducing the number of partial products. 

 Reducing the summation of partial products. 

 Reducing the power 

 Reducing the Area. 

 Increasing Speed. 

 Reducing the combinational Delay. 

APPLICATION: 

 DSP Application. 

 Filter application 

 Processor 

 Calculator 

 

V. CONCLUSION 

 

This project we focus on optimizing the design of the 

Fused-Add Multiply (FAM) operator. We propose a 

structured technique for the direct recoding of the sum of 

two numbers to its MB form. We explore three alternative 

designs of the proposed S-MB recoder and compare them to 

the ex- isting ones and. We expect that the proposed 

recoding schemes, when are incorporated in FAM designs, 
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will yield considerable performance improvements in 

comparison with the most effi- cient recoding schemes 

found in literature. 
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